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A B S T R A C T   

Background We aim to determine which electrocardiogram (ECG) data format is optimal for ML modelling, in the 
context of myocardial infarction prediction. We will also address the auxiliary objective of evaluating the 
viability of using digitised ECG signals for ML modelling. Methods Two ECG arrangements displaying 10s and 
2.5 s of data for each lead were used. For each arrangement, conservative and speculative data cohorts were 
generated from the PTB-XL dataset. All ECGs were represented in three different data formats: Signal ECGs, 
Image ECGs, and Extracted Signal ECGs, with 8358 and 11,621 ECGs in the conservative and speculative cohorts, 
respectively. ML models were trained using the three data formats in both data cohorts. Results For ECGs that 
contained 10s of data, Signal and Extracted Signal ECGs were optimal and statistically similar, with AUCs [95% 
CI] of 0.971 [0.961, 0.981] and 0.974 [0.965, 0.984], respectively, for the conservative cohort; and 0.931 
[0.918, 0.945] and 0.919 [0.903, 0.934], respectively, for the speculative cohort. For ECGs that contained 2.5 s 
of data, the Image ECG format was optimal, with AUCs of 0.960 [0.948, 0.973] and 0.903 [0.886, 0.920], for the 
conservative and speculative cohorts, respectively. Conclusion When available, the Signal ECG data should be 
preferred for ML modelling. If not, the optimal format depends on the data arrangement within the ECG: If the 
Image ECG contains 10s of data for each lead, the Extracted Signal ECG is optimal, however, if it only uses 2.5 s, 
then using the Image ECG data is optimal for ML performance.   

Introduction 

The electrocardiogram (ECG) is a simple, non-invasive test used 
globally to detect numerous cardiovascular issues. ECGs measure the 
electrical activity of the heart using electrodes, known as leads, attached 
to different parts of the body. Older ECG machines directly record the 
electrical signals from each lead onto graph paper, which are then stored 
as physical copies and then manually scanned so they can be viewed 
electronically. With newer machines, signals can be directly recorded 
and stored electronically as portable document format (PDF) files [1]. In 
some instances, the electrical signals from each lead are recorded and 
stored digitally (as a signal, not as a PDF) [2], yet this is rare as the 
machines that provide the raw digital signals are more expensive and 
usually research-based. 

There is an ever-increasing amount of machine learning (ML) 

research being completed whereby ECG data is used to develop models 
to address a variety of cardiovascular conditions [3–6]. Models have 
been developed using both digital ECG signals [7] and ECGs in an image 
format [8]. Image ECGs are records that were either physically recorded 
and scanned or were recorded electronically and stored in a PDF format. 
While it has been reported that analysing ECGs in a digital signal format 
is preferable [9], it is often the case that the choice of format is dictated 
by the data available. There are several studies [9–13] that focus on 
solving this problem, providing methods of digitising image ECGs by 
extracting the signals from the image and storing them as a multivariate 
time series. These extracted signals show promise for ML model devel
opment [9] but have not yet seen widespread adoption. Nevertheless, 
and to the best of our knowledge, there has been no research thus far 
that confirms a tangible benefit to developing ML models using one ECG 
data format over another. 
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Fig. 1. Displays the same ECG in each of the three different data formats being evaluated, for both Image ECG arrangements. (a) Signal ECG data format; (b) Image 
ECG data and Extracted ECG Signal data format for arrangement A; (c) Image ECG data and Extracted ECG Signal data format for arrangement B. 

Fig. 2. Flowchart showing how the criteria was applied to the full PTB-XL dataset to generate both data cohorts. Values in brackets indicate the prevalence of MI 
within each of the training, validation, and test datasets respectively. 
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To that end, we collated a large dataset of ECGs represented in three 
different data formats: original digital ECG signal recordings (Signal 
ECGs); the ECGs in an image format (Image ECGs); and ECG signals 
extracted by digitising the Image ECGs (Extracted Signal). The main 
objective of this study therefore is to quantify the affect ECG data format 
choice has on ML model performance in the context of myocardial 
infarction (MI) prediction, thereby identifying the optimal format. In 
addressing the main objective, we also address an auxiliary objective by 
validating the feasibility of using Extracted Signal ECGs for ML cardiac 
outcome modelling. 

Materials and methods 

Data source 

We selected the PTB-XL database [14] for use in this analysis for 
several reasons. First, it is, to date, the largest open-source ECG dataset 
available, hosted by PhysioNet [15]. The dataset consists of the digital 
signals for 21,837 ECG records from 18,885 patients, with most records 
being assigned at least one of five main diagnoses (or “superclasses”): 
Normal, Myocardial Infarction, ST/T wave Change, Conduction 
Disturbance, and Hypertension. Each diagnostic superclass was assigned 
based on the written notes in the original ECG report. Each class 
received a likelihood score between 0 and 100, which represented the 
cardiologist's certainty of the diagnosis. The signal data provided within 
the PTB-XL database represent a 10 s ECG recording sampled at two 
frequencies, 100 Hz and 500 Hz. For this analysis, the data sampled at 
100 Hz was used as it falls within the common frequency range used by 
modern ECG machines [16]. 

Data extraction 

Since 5 diagnostic superclasses are represented in these ECGs, this 
dataset has led to diverse study designs [17,18]. For this study, we 
designed a two-class classification task using only the two largest classes 
within the dataset: normal ECG (NORM) and MI. In this way, we could 
limit any source of variability that would interfere with evaluating the 
impact the data format has on model performance. 

Another consideration was given to the diagnosis likelihoods. To 

ensure a thorough evaluation two subsets of the data were created: The 
1st subset, referred to henceforth as the “conservative cohort”, only 
included ECGs where the likelihood score equalled 100; the 2nd subset, 
referred to henceforth as the “speculative cohort”, included all ECGs 
regardless of the likelihood score. Developing models on both data 
subsets allowed us to add a controlled amount of variability into our 
testing to provide a richer understanding of the optimal data format. 

To provide transparency within our analysis, allow for straightfor
ward external validation and comparable inter-model results, we fol
lowed the suggested data splitting as defined in the original PTB-XL 
study [14], which recommends using ECGs assigned to folds 1–8 for 
model training, fold 9 for validation and fold 10 for testing. 

Signal ECG data preparation 

As previously mentioned, each Signal ECG recording within the PTB- 
XL database contains 12 signals, ten seconds in length, with each signal 
representing one of the 12 standard sets of leads used in ECG recordings 
(I, II, III, aVL, aVF, aVR, V1, V2, V3, V4, V5, V6). With the data being 
sampled at 100 Hz, each ten-second recording consists of 1000 samples, 
giving a data dimension for each Signal ECG sample of 12 × 1000. 

Image ECG data preparation 

The Image ECG data was generated manually using the Signal ECG 
recordings by leveraging the “wfdb” and “ecg-plot” python packages. 
We formed the Image ECGs so they would resemble genuine, commonly 
found ECG recordings hence providing a realistic understanding of the 
performance ML models can achieve if deployed in a real-world appli
cation. To that end, we generated two sets of Image ECGs, with each set 
having different lead arrangements and displaying a different amount of 
the original signal. The first set of Image ECGs (arrangement A) arranged 
the 12 leads in a single column, with the full 10 s of data used for each 
lead (as shown in Fig. 1b). One Image ECG was created each set of the 12 
lead ECG signals with dimension 1200 × 1000. The second set 
(arrangement B) had the 12 leads arranged in a 3 × 4 grid, with 2.5 s of 
the full 10 s available used for each lead (see Fig. 1c). The 2.5 s used for 
each lead was also staggered based on the column in which the lead was 
present such that: 

Table 1 
Displays the modelling results using the arrangement A data. The AUCs of the best models trained using each ECG data format for both the conservative and speculative 
cohort are presented.  

Arrangement A ECGs  

Conservative Cohort (AUC [95% CI]) Speculative Cohort (AUC [95% CI]) 

Data Format Signal ECG Data Image ECG Data Extracted Signal ECG Data Signal ECG Data Image ECG Data Extracted Signal ECG Data 

Training 
0.999 
[0.998, 0.999] 

0.998 
[0.998, 0.999] 

0.995 
[0.993, 0.996] 

0.949 
[0.945, 0.953] 

0.918 
[0.913, 0.924] 

0.954 
[0.95, 0.958] 

Validation 0.962 
[0.951, 0.974] 

0.944 
[0.929, 0.959] 

0.97 
[0.96, 0.981] 

0.921 
[0.906, 0.937] 

0.893 
[0.874, 0.911] 

0.911 
[0.895, 0.928] 

Testing 0.971 
[0.961, 0.981] 

0.952 
[0.938, 0.966] 

0.974 
[0.965, 0.984] 

0.931 
[0.918, 0.945] 

0.89 
[0.871, 0.908] 

0.919 
[0.903, 0.934]  

Table 2 
Displays the modelling results using the arrangement B data. The AUCs of the best models trained using each ECG data format for both the conservative and speculative 
cohort are presented. ** The Signal ECG data used matches the same 2.5 s of signal used for the Extracted Signal ECG data to ensure a relevant comparison.  

Arrangement B ECGs  

Conservative Cohort (AUC [95% CI]) Speculative Cohort (AUC [95% CI]) 

Data Format Signal ECG Data** Image ECG Data Extracted Signal ECG Data Signal ECG Data Image ECG Data Extracted Signal ECG Data 

Training 
0.985 
[0.983, 0.988] 

0.978 
[0.975, 0.981] 

0.979 
[0.976, 0.982] 

0.966 
[0.963, 0.969] 

0.963 
[0.96, 0.967] 

0.951 
[0.947, 0.955] 

Validation 
0.946 
[0.931, 0.961] 

0.933 
[0.916, 0.951] 

0.949 
[0.933, 0.963] 

0.907 
[0.89, 0.924] 

0.900 
[0.882, 0.918] 

0.903 
[0.886, 0.910] 

Testing 0.938 
[0.921, 0.954] 

0.960 
[0.948, 0.973] 

0.937 
[0.921, 0.953] 

0.886 
[0.867, 0.905] 

0.903 
[0.886, 0.92] 

0.864 
0.843, 0.884]  
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• 0 s - 2.5 s used for leads I, II and III  
• 2.5 s - 5 s used for leads aVR, aVL and aVF  
• 5 s - 7.5 s used for leads V1, V2 and V3  
• 7.5 s - 10s used for leads V4, V5 and V6 

One image ECG was created from each set of the 12 lead ECG signals 
with dimensions 300 × 1000. However, to ensure computational trac
tability for the proposed experiments, the images for both formats were 
reduced prior to model development. The Image ECGs were therefore 
analysed using a dimension of 165 × 500 and 330 × 275 for 

arrangement A and arrangement B respectively. 

Extracted signal ECG data preparation 

We followed Fortune et al. [11] ECG digitisation algorithm to extract 
the signals from the Image ECGs. They created an open-source appli
cation that allows a user to import an Image ECG, manually draw bor
ders around each lead, then extract the ECG signal contained within 
each border and export the signals to a CSV file. The manual nature of 
this application meant it was not feasible for use in our study due to the 

Fig. 3. Displays the HiResCAM activation maps generated using the three best models for each of the data formats in the conservative cohort for arrangement A data. 
(a) Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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volume of ECGs, as it would take too long and be prone to potential 
human errors. To overcome this, we extended their approach and 
implemented a semi-automatic signal extraction algorithm (S1 within 
the supplementary information). Although our approach still requires 
the border positions to be manually set, this is performed only once as 
the Image ECGs are identical in layout and dimensionality. In addition, 
we added functionality that removed lead labels from the images, as 
they interfered with the extraction algorithm. The 10 s signal contained 
within the arrangement A Image ECGs was then extracted into a 12 ×
1000 array, with the 2.5 s signal contained within the arrangement B 
Image ECGs being extracted into a 12 × 250 array, with both then being 
exported as a CSV file. 

Machine learning modelling 

Convolutional neural networks (CNN) were used for this analysis due 
to their ability to be applied to contextual datasets of varying forms. 
Specifically, we utilised different structures to allow for both the 2-D 
image and 1-D signal inputs. Other ML methodologies (or even more 
complex versions of the selected methodology) could have been better 
suited for analysing the different formats being compared. However, the 
use of different methodologies would introduce a source of variation to 
the experiments, which would have detracted away from the direct 
comparison of the data formats, which was the aim of this study. 
Hyperparameter tuning was used to develop the models that will be 
applied to the different data formats. For details regarding the software 
and hardware used for the model development and tuning, please refer 

to S2 (i) within the supplementary information. For completeness, each 
data format passed through three rounds of hyperparameter tuning, 
with each round using a different hyperparameter search space method: 
random search [19]; hyperband [20] and Bayesian optimisation [21]. 
For further details, please refer to S2 (ii) within the supplementary 
information. 

Two hyperparameter search spaces were defined: one to develop 2-D 
CNN models to be applied to the Image ECGs; One to develop 1-D CNN 
models to be applied to both the Signal ECG and Extracted Signal ECG 
data. For full details of the search spaces used to develop both the 2-D 
and 1-D CNNs, please refer to S2 (iii) within the supplementary 
information. 

After we identified the best model for each data format, to help 
interpret the models generated we utilised the high-resolution class 
activation mapping (HiResCAM). HiResCAM is a technique used for 
visualising what areas of an input are considered most important by a 
CNN model when making a prediction [22]. It also addresses issues with 
other commonly used techniques such as Grad-CAM [23] whereby they 
could lead to spurious correlations. For further details on this method, 
please refer to S2 (iv) within the supplementary information. All models 
were evaluated using the results from the testing data split, with the 
performance metric used throughout being AUC. 

Fig. 4. Displays the HiResCAM activation maps generated using the three best models for each of the data formats in the conservative cohort for arrangement B data. 
(a) Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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Results 

Dataset generation 

Applying the criterion set out in the Data Extraction section to the 
21,837 ECGs, we were left with a total of 11,621 eligible ECGs: 9083 of 
which were NORM and 2538 were MI (21.7% prevalence). The con
servative and speculative cohort subsets were then created from the 
eligible ECGs. The conservative cohort contained a total of 8358 ECGs: 
7017 of which were NORM and 1341 are MI (16% prevalence), whilst 
the speculative cohort contained the full 11,621 ECGs. The ECGs were 
then grouped according to the fold they were assigned in the original 
PTB-XL dataset to generate the training, validation, and testing data 
splits. The data pre-processing steps outlined for the Signal ECGs, Image 
ECG and Extracted Signal ECGs data formats were then applied to 
generate the final datasets that would be used for the ML model de
velopments. The full process is outlined in Fig. 2. 

Model comparisons 

Following the aforementioned framework for model development, 
we trained and tested models for both arrangement A and B data. The 
results of the best-performing models for each data format within each 
cohort are listed in Tables 1 and 2 for arrangement A and B data 
respectively. Starting with arrangement A, the Signal ECG and Extracted 
Signal ECG formats performed the best, with both also significantly 
outperformed the Image ECG format for both the conservative and 
speculative cohort tests. Additionally, the Signal ECG and Extracted ECG 
signal formats did not perform significantly different from each other. 
Moving to the arrangement B data, here the Image ECG format per
formed the best, significantly outperforming the Signal and Extracted 
Signal ECG formats, in both the conservative and speculative cohort 
tests. Like with the arrangement A data however, the Signal ECG and 
Extracted ECG signals did not perform significantly differently from one 
another. Across both tests with the arrangement A and B data, we see a 

Fig. 5. Displays the HiResCAM activation maps generated using the three best models for each of the data formats in the speculative cohort for arrangement A data. 
(a) Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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drop in performance across all the data formats. 

Class activation maps 

We applied HiResCAM to the outputs of the best performing models 
for each data format. This provided a visual heat map that we overlaid 
onto the inputted data to analyse the areas important to the decision 
making of the model. Figs. 3 and 4 display the same ECG of a patient 
with MI, represented in the three different formats for both data ar
rangements, with their respective activation maps superimposed on top, 
for the conservative cohort data. Figs. 5 and 6 display the same ECG of a 
patient deemed normal, represented in the three different for both data 
arrangements, with the activation maps superimposed on top, this time 
for the speculative cohort data. For Figs. 3–6, the red sections of the 
activation map represent regions of the input the model deemed most 
important, with the blue sections representing areas deemed less rele
vant to determining the outcome. 

Discussion 

The results highlight the very real presence of ML performance dif
ferences between the three different data formats, as well as between 
how the data is represented within each format. As expected, Signal ECG 
should be the preferred choice for ML modelling, provided that such 
format is available. If this is not the case, the decision would depend on 
the particular needs. Starting with arrangement A (10-s ECGs), the 

Extracted Signal ECG format seems to offer better performance results 
when using either the conservative or speculative cohort tests. 
Remarkably, the performance results of the Extracted Signal ECG were 
comparable to those of the Signal ECG format. This provides key 
quantifiable evidence that Extracted Signal ECGs are not only feasible 
for ML modelling, but in some situations (such as with arrangement A 
data), that it could be the preferred choice. 

However, a drop in performance was observed when arrangement B 
(2.5-s ECGs) was used either with conservative or speculative cohort 
tests. Performance drop was particularly significant if the Extracted 
Signal ECG format was used, which was outperformed by Image ECG 
models when this arrangement was used. Interestingly, a similar drop in 
performance was observed when the original Signal ECG data was 
modelled. This suggests that the drop in performance seen by the 
Extracted Signal ECG format results from the shorter ECG duration, and 
not because in inherent issue with the ECG digitisation. 

Overall, models developed using the conservative cohort subset 
performed better than the models developed using the speculative 
cohort subset. This an expected result; the added uncertainty brought 
about by using noisier data in the speculative cohort was naturally 
harder to model than in the conservative cohort. Therefore, based on 
model performance alone, then the Extracted Signal ECG format would 
be the preferred choice, should the Image ECG data contain 10 s of data 
per lead. Should the Image ECG contain less data per lead, then this 
becomes the preferred format. However, there may arise conditions 
brought on by external factors whereby choosing a format with slightly 

Fig. 6. Displays the HiResCAM activation maps generated using the three best models for each of the data formats in the speculative cohort for arrangement B data. 
(a) Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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lower performance could yield more meaningful results. 
One such example would be the interpretability of model output 

using techniques such as HiResCAM activation maps. Using the activa
tion maps described in Figs. 3 to 6 initially, the Image ECG data the maps 
highlight general regions of the signal that the model found important, 
making it difficult to precisely ascertain the key information. The maps 
for both the Signal ECG and Extracted Signal ECG data are much clearer, 
providing specific time points of interest on each digital signal that their 
respective models deemed important. For example, in Fig. 3 the regions 
that have been deemed important relate primarily to the onset / upslope 
of the QRS signal alongside the known impact on the ST segment. The 
early part of the QRS signal is not routinely evaluated using conven
tional interpretation algorithms for MI. This also demonstrates the 
unique ability of the technique to identify new and novel patterns. Using 
a further example, Figs. 7 and 8 contains the activation maps for a 
participant where the correct prediction was made for every data format 

to demonstrate the difference in interpretability. All three maps show 
that similar areas of the signal are considered by both the Signal ECG, 
Extracted Signal ECG, and Image ECG data formats. However, the maps 
associated with the Image ECGs show that the model has considered 
areas in between two signals as very important, implying that the model 
learning is far less intuitive. In contrast, the maps for the Signal ECGs 
and Extracted Signal ECGs show the models focus primarily on the 
peaks, and more specifically, what sections of the peaks were more 
important than others. This allows the user to understand clearly what 
led to the prediction and if the correct point of the signal is being 
considered. 

Further examples of situations that would favour the Extracted ECG 
Signals would be if key features from the ECG, such as QRS duration and 
P wave duration, need to be extracted. Extracting these features from the 
images is difficult, however previous studies have seen success by first 
digitising the image and then extracting the features [24]. There are also 

Fig. 7. Displays the HiResCAM activation maps generated for an ECG that represents MI, whereby the best models for each format all correctly predicted MI. (a) 
Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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open-source Python packages such as “neurokit2” [25] that can auto
matically detect key points on a digital ECG signal. Also, as briefly 
mentioned in the results section, the dimension of the Image ECGs had to 
be manually reduced to allow for ML modelling to be carried out. This 
highlights an inherent benefit of the Extracted Signal ECGs again over 
the Image ECGs in that they are computationally more efficient to pro
cess and model when compared to the images when working with large 
datasets, as was the case in this study. 

One instance which would favour the Image ECG format over the 
Extracted Signal ECG format would be in the event whereby the recor
ded ECG was noisy. The ECG digitisation algorithm used in this study 
works by removing background noise within the image, isolating the 
ECG recording within a desired window which will be converted to a 
digital signal. For this analysis, as the Image ECGs were generated 
manually using the Signal ECG data, we intentionally cultivated a per
fect scenario whereby we had fully clean Image ECGs. An Image ECG 
could be considered noisy if there is a significant overlap between the 
recordings of different leads, or artifacts on the image such as a coffee 
stain (should the Image ECG be a scanned version of a physical copy). 
The presence of these could lead to the digitisation algorithm failing to 
extract the signal and therefore excluding that ECG from any further 
analysis. This favours the Image ECG format as it allows for the ECG to 

be analysed regardless of the state of the original image, reducing the 
chance data is removed. 

The application of AI and ML in the utilisation of the 12‑lead ECG has 
evolved in tandem with technological developments. Recent studies 
have demonstrated the role of AI on the ECG being able to predict dis
ease that is not achievable through routine individual scrutiny [26] and 
hence there is a significant immediate and long-term clinical impact. 
The 12‑lead ECG is the fundamental and primary cardiac investigation 
for patients presenting with symptoms and hence the ability of AI / ML 
technology to provide insight into structural and functional cardiac 
adaptation will improve patient diagnosis, management and reduce 
downstream costs secondary to a reduction in unnecessary in
vestigations. It is apparent from our study that to build up large datasets 
with sufficient accuracy the signal format is important and should be 
considered when developing ML studies going forward. That aside, as 
hospital environments continue a transition to a full digital set-up the 
likelihood of securing widespread Signal ECGs is unlikely. Our data 
highlights the importance of digitally storing pdfs and refining meth
odology to better handle these image files and subsequently allowing 
more robust predictive models. 

Fig. 8. Displays the HiResCAM activation maps generated for an ECG that represents MI, whereby the best models for each format all correctly predicted MI. (a) 
Signal ECG data format; (b) Image ECG data format; (c) Extracted ECG data format. 
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Conclusion 

The analysis conducted in this study provides an evaluation of three 
different data formats that can feasibly be used to analyse ECGs. Signal 
ECGs, Image ECGs and Extracted Signal ECGs were all compared using 
two different ECG arrangements and two data subsets: the first con
tained best-case scenario data with a clear separation between the 
classes; the second had more noise and less confident diagnoses. The 
results of the analysis showed that should the Signal ECG data be 
available, then this should always be used for any ML modelling. In the 
absence of data in this format, we showed that the optimal data 
regarding model performance is dependent on the way the data is ar
ranged within the ECG: If the Image ECG contains 10 s of data for each 
lead, the digitising the signal and using the Extracted Signal ECGs is 
optimal; If the Image ECG contains 2.5 s of data per lead, then using the 
Image ECG data is optimal for ML performance. As highlighted in the 
discussion, the decision may become situational with certain criteria, 
such as noisy Image ECGs, meaning one is more effective than the other. 
What these results also speak to is the viability of extracting digital ECG 
signals from image ECGs and using those for ML model development. 
However, further analyses will be needed to investigate how factors such 
as changes in image resolution and in extraction algorithms influence 
model performance. 
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